
Master 2 Internship Proposal

Advisors: Jules Cauzinille, Benôıt Favre, Arnaud Rey
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1 Context

This internship takes part in a multidisciplinary research project aimed at bridging the gap between
state of the art deep leaning methods developed for speech processing and computational bioacous-
tics. Computational bioacoustics is a relatively new research filed which proposes to tackle the study
of animal acoustic communication with computational approaches Stowell [2022]. Recently, bioa-
cousticians are showing increasing interest for the deep learning revolution embodied in transformer
architectures and self-supervised pre-trained models, but much investigation still needs to be carried
out. We propose to test the viability of self-supervision and knowledge transfer as a bioacoustic tool
by pre-training models on speech and using them for primate vocalisation analysis.

2 Problem Statement

Speech based models are able to reach convincing performance on primate-related tasks including
segmentation, individual identification or call type classification Sarkar and Doss [2023] as they are
with many different downstream tasks (such as vocal emotion recognition Wang et al. [2021]). We
have tested publicly available models such as HuBERT Hsu et al. [2021] and Wav2Vec2 [Schneider
et al., 2019], two self-supervised speech-based architectures, on some of these tasks with Gibbon
vocalizations 1. Our method involves probing and traditional fine-tuning of these models.

Figure 1: A Siamang Gibbon vocalizing

As to ensure true knowledge transfer from pre-training speech datasets to the downstream clas-
sification tasks, the goal of this internship will be to implement efficient fine-tuning methods in a
similar fashion. These will allow to limit and control the amount of information lost in the fine-
tuning process. Depending on the interests of the candidate, the methods can include prompt
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Figure 2: Some efficient fine-tuning methods

tuning Lester et al. [2021], attention prompting Gao et al. [2023], low rank adaptation Hu et al.
[2021] or adversarial reprogramming Elsayed et al. [2018].

The candidate will also be free to explore other methods relevant to the question at hand, either
on Gibbons or other species data-sets currently being collected.

3 Profile

The intern will propose and implement the efficient fine-tuning solutions on an array of (preferably
self-supervised) acoustic models pre-trained on speech or general sound such as HuBERT, Wav2vec,
WavLM, VGGish, etc. Exploring adversial re-programming of models pre-trained on other modali-
ties (images, videos, etc.) could also be carried out. The work will be implemented using pytorch.
The candidate must have the following qualities :

• Excellent knowledge of deep learning methods

• Extensive experience with PyTorch models

• An interest in processing bioacoustic data

• An interest in reading and writing scientific papers as well as some curiosity for research
challenges

The internship will last 6 months at the LIS and LPC laboratories in Marseille during spring
2024. The candidate will work in close collaboration with Jules Cauzinille as part of his thesis on
“Self-supervised learning for primate vocalization analysis”. The candidate will also be in contact
with the researchers community of the ILCB.

4 Contact

Please send a CV, transcripts and a letter of application to jules.cauzinille@lis- lab.fr, benoit.favre@lis-
lab.fr, and arnaud.rey@cnrs.fr. Do not hesitate to contact us if you have any question (or if you
want to hear what our primates sound like).
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