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Text mining increasingly uses Deep Learning techniques for Natural Language 

Processing (NLP) tasks such as information extraction (named entity recognition and 
relation extraction) or higher-level tasks such as text simplification, and automatic text 
summarization.  

Such deep learning techniques are based on many neural network architectures, including 
Convolutional (CNN), Recurrent (RNN), and Long Short Term Memory Neural Networks 
(LSTM), and more recently Transformers with BERT (Bidirectional Encoder 
Representations from Transformers), that allow to reach impressive results in many NLP 
task.  

However, as demonstrated by recent studies such performance can be improved by 
mainly integrating linguistic features such as syntactic dependencies (Espinasse et al., 
2019). In addition, other symbolic NLP-based techniques make better use of linguistics and 
external semantic resources (ontologies), including the use of relational learning as in (Lima 
et al., 2019) (Verbeke et al., 2014). In order to go beyond the limits of deep learning 
techniques, their combination with these symbolic techniques seems to be beneficial. 

This research work will address recent advances in representation learning (Škrlj et. al., 
2021), a cutting-edge research area of machine learning. Representation learning refers to 
modern data transformation techniques that convert data of different modalities and 
complexity, including texts, graphs, and relations, into compact tabular representations, 
which effectively capture their semantic properties and relations.  

More particularly, this Master's internship will focus on new hybrid software solutions 
combining two approaches for symbolic and embedding representation (Lavrac et al., 2021) 
(Škrlj et. al., 2021) propositionalization approaches, established in relational learning and 
inductive logic programming, and (ii) embedding approaches, which have gained popularity 
with recent advances in deep learning. 

After having better identified the interest and limitations of these new hybrid approaches 
based on representation learning techniques, their implementation will be evaluated on 
specific tasks such as the named entity recognition, and/or relation extraction. 
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