
Internship: probing joint vision-and-language representations

Advisors: Emmanuelle Salin, Stephane Ayache & Benoit Favre

October 27, 2020

Context Recent advances in deep learning have enabled exciting applications in the context of mul-
timodal processing involving images and texts, such as visual question answering [1], visual dialog [4],
image captionning [14], text undersanding in multimodal context [5]... This internship is focused on
exploring representations trained to perform such tasks.

Vision-and-language representations are typically extracted with neural networks drawing from the
transformers architecture, pre-trained with self-supervision on large datasets, such as Conceptual Cap-
tions [11] or MSCOCO [10]. The resulting family of architectures generally involve representing objects
extracted from the image as embeddings, and concatening them with word embeddings associated to
the text, before feeding them to multiple layers of attention mechanisms [12, 13, 9, 2].

Problem statement The central question of the internship is to verify whether those multimodal
representations lead to the emergence of high-level semantic and structural properties from the simple
self-supervision tasks used in pre-training, such as predicting masked inputs across modalities.

To explore this question, the intern will rely on the methodology developped by the natural language
processing commnuity for probing representations from transformers from the BERT family for text. In
that monomodal context, proposed probes were simple canonical tasks such as predicting the length of
the sentence, part-of-speech tags, or syntactic structures from the representations with linear models,
and without any fine-tuning [7, 8, 3, 6].

Expected contribution The candidate will propose probes and analysis methods for testing high-
level structural and semantic concepts in various vison-and-language representations. In particular,
the candidate will explore how data, neural architecture, and self-training tasks affect such probes.

The work will be implemented within the MMF framework1 which itself relies on Pytorch. It is
assumed that the candidate has the following qualities:

• Excellent knowledge of deep learning methods

• Extensive experience with implementing Pytorch models

• Great scientific writing skills

• A hunch for the challenges of doing research

The internship will take place at LIS2/CNRS in Marseille during spring 2021 and will be held in the
context of Emmanuelle Salin’s thesis on understanding the generality of multimodal representations.
Additional pointers to relevant literature are available3. Salary will be around 500 euros/month for a
duration of 5-7 months.

1https://github.com/facebookresearch/mmf
2https://www.lis-lab.fr/
3https://github.com/yuewang-cuhk/awesome-vision-language-pretraining-papers
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